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Overview

• Relevant concepts:
• Data Augmentation
• Coreset Selection
• Importance-sampling for ML
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Overview of Data Acquisition

Relevant concepts:

•Data Augmentation

•Coreset

•Importance-sampling for ML

•Crowdsourcing
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Active Learning

Aggarwal, C. C., Kong, X., Gu, Q., Han, J., & Yu, P. S. Active learning: A survey. In Data Classification: 
Algorithms and Applications (pp. 571-605), 2014.



Ac4ve Learning
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Utility-based Instance Acquisition – Part 1

Acquire B images to 
improve an animal classifier

How to allocate 
my budget?

I want 10 dog images

…...

Data domain

Data provider Data consumer

Objec>ve: acquire instances with the highest u>li>es

Data Acquisition for Improving Machine Learning Models [VLDB 2021]



U4lity-based Instance Acquisi4on – Part 1

records

Data
provider

Data
Consumer

All records
acquired Model 𝑀 Model 𝑀′

Partition P by
predicates

𝑃!

𝑃"
𝑃# 𝑃$

Yifan Li, Xiaohui Yu, Nick Koudas: Data Acquisition for Improving Machine Learning Models. Proc. VLDB Endow. 14(10): 1832-
1844 (2021)

Which records are more
beneficial (with higher utility)?
New objective: Acquire more

records with high utility

query



Utility-based Instance Acquisition – Part 1
Method 1: An EsAmaAon-and-AllocaAon (EA) soluAon

1) Es#ma#on stage : esAmate the uAlity of each predicate by acquiring some records

2) Alloca#on stage : allocate the remaining budget based on the esAmated uAliAes

Predicate True utility Estimated utility

𝑃! 𝑈! 𝑈!′

𝑃" 𝑈" 𝑈"′

…… …… ……

𝑃# 𝑈# 𝑈#′

Statistical test

Strategy Formula Property

Linear allocation 𝐵!𝑈"#/(𝑈$# + 𝑈%# +⋯+ 𝑈&′) More biased to predicates with high utilities

Square-root allocation 𝐵! 𝑈"′/( 𝑈$# + 𝑈%# +⋯+ 𝑈&# ) More uniform

𝜖 − 𝛿 approximation

Pr 𝑈! − 𝑈!" > 𝜖 < 𝛿
More records
for estimation

More likely to pass the
tests for small 𝜖, 𝛿



Utility-based Instance Acquisition – Part 1
Method 2: A Sequential Predicate Selection (SPS) solution

I want 3 dog images

I want 3 cat images

…...

Based on my previous 
observations, which predicate 
should I use next?

…...

Utility distributions of all predicates

…...

…...

Thompson Sampling Selector
Exploita>on: whose expected u>lity is higher?
Explora>on: whose u>lity es>ma>on is more uncertain?



Utility-based Instance Acquisition – Part 1
• Utility measure: which predicate (images) are more useful (have high utility) to the 

consumer?

• One possible utility measure: novelty 
Assumption: high utility ⇔ more new information

Different distribution, acquire more

Similar distribution, acquire less

Low accuracy

High accuracy

Novelty: requires no model re-training!

Provider’s dog images

Consumer’s dog images

Differentiator



U"lity-based Instance Acquisi"on – Part 2

Data pool
Acquired samples of size B

Confidence metric

Original training dataML model

Data pool Acquired 
samples ML model Confidence 

metric
Max. Conf. 

model

Acquire Refine Evaluate Optimize/
maximize

Yifan Li, Xiaohui Yu, Nick Koudas: Data Acquisition for Improving Model Confidence, in SIGMOD 2024.

Data Acquisi>on for Improving Model Confidence [SIGMOD 2024]



Utility-based Instance Acquisition – Part 2

● General format of existing confidence metrics:

Evaluation dataset The minimal distance between e and samples in T with the same label

The minimal distance between e and samples in T with different labels 

● Anticipated Confidence Improvement (ACI)
○ ACI of sample s: the model confidence improvement resulted from acquiring s
○ Acquiring s may change the ACI values of all other samples in the data pool!



Utility-based Instance Acquisition – Part 2

● Enumerate all subset of the data pool with B samples and find the one 
leads to the maximal confidence improvement

● Complexity of the Brute-force approach:

Possible number of solutions

Cardinality of the evaluation set

Data space dimensionality

Cost of ACI calculation for each sample

Brute-force Approach

Under what condition, can we solve the problem in poly-time?



Utility-based Instance Acquisition – Part 2
Optimization Opportunity - 1

● Do we need to exhaus1vely search all possible subsets of size B?



Utility-based Instance Acquisition – Part 2

● Condition: Top-B independence
○ Let S consists of the B samples with the highest ACIs, if acquiring any sample in 

S does not change ACI of other samples in S, top-B independence is satisfied

● Bulk Acquisition (BA)
○ Acquire the B samples with the highest ACIs
○ Optimal solution under Top-B independence:
○ Complexity:

*Please check our paper for the formal definition of Top-B independence and how to verify the property



Utility-based Instance Acquisition – Part 2

● Dominance
○ Acquiring sample s leads to higher confidence improvement w.r.t each 

evaluagon sample than acquiring another sample t: s dominates t
● Progressive dominance

○ A scenario under which we can find a sample s dominagng |D|-B samples at 
each round of the acquisigon process

● Sequen1al Acquisi1on (SA)
○ Acquire the sample that dominates |D|-B samples each round, and update the 

ACI of remaining samples
○ Opgmal solugon under progressive dominance
○ Complexity:

*Please check our paper for the formal definition of Progressive Dominance and how to verify the property



Utility-based Instance Acquisition – Part 2 
Optimization Opportunity - 2

● Do we need to search the en1re data pool?



Utility-based Instance Acquisition – Part 2 
Neighbor-based Acquisition

● Observation: Only samples in the data pool that are close to samples in E 
will improve the model confidence

● Neighbor-based pruning
○ For each sample in E, find its kNNs in the data pool, forming the candidate set

● Heuristic solution: conduct BA or SA on the candidate set
○ Called kNN-BA and kNN-SA

● Faster solution with lower ultimate confidence improvement; but the 
suboptimality can be bounded! (check paper for details)



Utility-based Instance Acquisition – Part 2 
Optimization Opportunity - 3

● Do we need to actually compute the ACI?



U"lity-based Instance Acquisi"on – Part 2 
Distribu=on-based Acquisi=on (DA)

● Overall design
○ Train a regression model offline for ACI prediction
○ Use the regression model to estimate the ACI of new samples

● Illustration:

● Fastest solution, support data acquisition in streaming settings



Utility-based Instance Acquisition – Part 2
Summary

● The problem of data acquisi*on for improving ML confidence given a 
budget

● Acquisi1on strategies: BA and SA, each leading to the op1mal solu1on 
under certain assump1ons 

● Op1miza1on: neighbor-based pruning, greatly reducing the acquisi1on 
overhead with slight sacrifice of confidence improvement

● Op1miza1on: Distribu*on-based acquisi*on to support data acquisi1on 
in streaming seTngs



Utility-based Instance Acquisition – Part 3

Customer slices in different regions, where the boxes represent the initial slices (height = slice size) 
while the gray bars on top indicate the amounts of acquired data per slice. 
Adapted from Tae, Ki Hyun, and Steven Euijong Whang. "Slice tuner: A selective data acquisition 
framework for accurate and fair machine learning models." In SIGMOD, pp. 1771-1783. 2021.

Slice Tuner [SIGMOD 2021]:  Considers both model performance and fairness

(c) (d)



Utility-based Instance Acquisition – Part 3

Hypothetical learning curves of two slices.

Tae, Ki Hyun, and Steven Euijong Whang. "Slice Tuner: A selective 
data acquisition framework for accurate and fair machine learning 
models." In SIGMOD, pp. 1771-1783. 2021.

At the core is the ability to esAmate 
the learning curves of slices, which 
reflect the cost benefits of data 
acquisiAon. 



Utility-based Instance Acquisition – Part 3
● Slice Tuner Problem definition:

Given a set of examples 𝐷, its slices 𝑆 = {𝑠"}"#$% , a 
trained model 𝑀, a data acquisition cost function 
𝐶, and a data acquisition budget 𝐵, the selective 
data acquisition problem is to acquire 𝑑" 
examples for each slice 𝑠" ∈ 𝑆 such that the 
following are all satisfied: 

(1) The average loss 𝜓(𝐷,𝑀) is minimized, 
(2) The unfairness 𝑎𝑣𝑔&$ ∈ 𝑆|𝜓(𝑠",𝑀)−𝜓(𝐷,𝑀)| is
minimized, and
(3) The total data acquisition cost ∑" 𝐶 (𝑠") × 𝑑" = 
𝐵.  

Workflow of Slice Tuner.

Tae, Ki Hyun, and Steven Euijong Whang. "Slice 
tuner: A selective data acquisition framework for 
accurate and fair machine learning models." 
In SIGMOD, pp. 1771-1783. 2021.



Mechanism Design for Instance Acquisition

• focusing on designing op,mal incen,ve 
compa,ble mechanisms to maximize
both data providers’ and consumers’
payoff.

• E.g., buying verifiable data from a 
popula,on in order to es,mate a 
sta,s,c of interest, such as the 
expected value of some func,on of the 
underlying data. 

Chen, Yiling, Nicole Immorlica, Brendan Lucier, Vasilis Syrgkanis, and Juba Ziani. "Optimal data acquisition for statistical estimation." In Proceedings of the 
2018 ACM Conference on Economics and Computation, 2018.

Data Acquisition for Statistical Estimation [EC 2018]



Mechanism Design for Instance Acquisi4on

• The data analyst has a budget to 
purchase datasets from multiple data 
providers. She does not have any test 
data that can be used to evaluate the 
collected data and can assign payments 
to data providers solely based on the 
collected datasets.

• a game-theoretic mechanism to motivate 
the data providers to report data 
truthfully. 

Data Comsumer

Mutual_info(u1,u2)

Data Provider u1 Data Provider u3

Mutual_info(u3,u2)

Data Provider u2

Revenue(u2)
depends on 
Mutual_info(u1,u2) and 
Mutual_info(u3,u2) 

?
Cheat or not Cheat?

Chen, Yiling, Yiheng Shen, and Shuran Zheng. "Truthful data acquisition via peer prediction." In NeurIPS 33 (2020): 18194-18204.

Truthful data acquisition [NeurIPS 2020]



Mechanism Design for Instance Acquisition
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Methods without Explicit Consideration to 
Budget - AutoData

Chai, C., Liu, J., Tang, N., Li, G., & Luo, Y. (2022). Selective data acquisition in the wild for model charging. In VLDB 2022.

• 𝑇*+,-.: small, lack of training data

• Model Line 1: trained on 𝑇*+,-.,

low performance

• How to improve? → Data

acquisi:on



Methods without Explicit Consideration to 
Budget - AutoData
• Observations:

• More data is needed

• Not all data is useful

• Challenges:
• Heterogeneous candidate

datasets

• Effectively select useful
data points

Framework of Autodata 

Chai, C., Liu, J., Tang, N., Li, G., & Luo, Y. (2022). Selective data 
acquisition in the wild for model charging. Proceedings of the 
VLDB Endowment, 15(7), 1466-1478.



Methods without Explicit Consideration to 
Budget - AutoData
• Modeling heterogeneous datasets

• Goal: finding useful data points → fine-grained modeling
• Clustering → parLLon all data into disLnct groups
• Data pool 𝑃 → clusters 𝐂 = {𝐶$, … , 𝐶%}
• 𝐶" has its own distribuLon 𝑝" = (𝜇" , Σ")

• Itera,ve data selec,on
• Select

• MAB-Based
• DQN-Based

• Retrain & Evaluate
• Update
• Repeat above process



Data Acquisition

• Instance Acquisition
• Feature Acquisition
• Value Acquisition



Feature Acquisi4on: ARDA
● What if the original dataset provided by the 

user does not contain enough signal 
(predictive features) to create an accurate 
model? We need to find features in
joinable tables.

Example Schema:
● Initially a user has a base table TAXI 
● She finds a pool of joinable tables to see if 

some of them can help improve prediction 
error for taxi demand for a specific date 
given in target column trips. 

Chepurko, Nadiia, Ryan Marcus, Emanuel Zgraggen, Raul Castro Fernandez, Tim Kraska, and David Karger. "ARDA: automatic 
relational data augmentation for machine learning." In Proc. of the VLDB Endow., 13(9), 1373–1387, 2020



Feature Acquisition: ARDA

• Input to ARDA: a reference to a database and a collection of candidate joins from a data discovery 
system: a description of the columns in the base table that can be used as foreign keys into other 
tables. 

• Often, data discovery systems provide a ranking of the candidate joins based on expected 
relevancy (usually determined by simple heuristics). 

Workflow of ARDA, adapted from Chepurko, Nadiia, Ryan Marcus, Emanuel Zgraggen, Raul Castro Fernandez, Tim Kraska, and David Karger. 
"ARDA: automa]c rela]onal data augmenta]on for machine learning." In Proceedings of the VLDB Endowment, 13(9), 1373–1387, 2020



Feature Acquisition: ARDA

1) Input to ARDA: a reference to a database and a collection of candidate joins

2) Coreset construction: using sampling or matrix sketching

3) Join plan & Join execution
4) Feature Selection: considering whether a particular join is a useful augmentation 

5) Final estimate

Workflow of ARDA

Chepurko, Nadiia, Ryan Marcus, Emanuel Zgraggen, Raul Castro Fernandez, Tim Kraska, and David 
Karger. "ARDA: automa>c rela>onal data augmenta>on for machine learning." In Proc. of the VLDB 
Endow., 13(9), 1373–1387, 2020



Feature Acquisition: AutoFeature

Feature Augmentation with Reinforcement Learning [ICDE 2022] 

7UDLQ

7UDLQ

Whether a user is 
a scammer or not

8VHU�3URƉOH� 3D\PHQW�+LVWRU\

'DWD�/DNH

&UHGLW /%6

&XUUHQW�'DWD

An example of feature acquisition from joinable tables

Liu, Jiabin, Chengliang Chai, Yuyu Luo, Yin Lou, Jianhua Feng, and Nan Tang. "Feature augmentation with 
reinforcement learning." In ICDE, pp. 3360-3372, 2022.
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Feature Acquisition: AutoFeature

• Iteragve framework:
• Sample data from 𝑇!
• Train 𝑀 and test the performance
• Select a candidate table and join it with 𝑇!
• Choose features

The structure of feature selector

Liu, Jiabin, Chengliang Chai, Yuyu Luo, Yin Lou, Jianhua Feng, and Nan Tang. "Feature augmentation with reinforcement 
learning." In ICDE, pp. 3360-3372, 2022.



Feature Acquisition
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Data Acquisition

• Instance Acquisition
• Feature Acquisition
• Value Acquisition



Value Acquisition

• Challenges:
• Estimation of value utility
• Computational Complexity
• Granularity



Value Acquisi4on

• fill(r, A, v): Fill in an empty column A in row r to have value v. 
• upvote(r): Upvote a complete row r . 
• downvote(r): Downvote a partial row r. 

Example of CrowdFill, adapted from Park, Hyunjung, and Jennifer Widom. "Crowdfill: collecting structured data from the crowd.” In SIGMOD 
2014.



Value Acquisi4on
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Other Related Areas

Relevant concepts:

•Data Augmentation
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